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Abstract — The use of neural networks proved to be effective 
in creating more accurate predictive models compared to 
traditional approaches. The Python tool developed made it 
possible to train and adjust these models based on the 
information collected, taking into account factors such as the 
physical structure of the site, obstacles present and building 
materials. The results obtained during the research indicated 
significant improvements in prediction accuracy compared to 
conventional methods. This suggests great potential for the 
practical use of the tool in real-world scenarios, such as the 
planning and optimisation of indoor wireless networks, 
contributing to more stable and reliable connectivity indoors. 
The aim of this work was to create a Python-based tool that uses 
neural networks to predict wireless network signals in indoor 
environments. The innovative approach, which combines 
mapping and field measurements, demonstrated an increase in 
the accuracy of predictions, promoting advances in the 
efficiency and reliability of wireless networks in indoor spaces. 

Index Terms — Signal prediction , propagation model , neural 
networks , perceptron’s . 

I. INTRODUCTION

he widespread use and availability of wireless networks  
has revolutionized modern connectivity,   enabling 

seamless data transmission and interaction between devices. 
However, the complex challenges associated with signal 
propagation in indoor environments, characterised by

The main objective of this article was to develop a tool based on 
an empirical propagation model to provide first- order coverage 
prediction results in indoor environments using low-cost tools. 
The starting point of this work is the one-slope model for 
training the neural network that was implemented. 

II. PATH LOSS PROPAGATION MODELS

Radio frequency signals are the main mechanism for 
propagating information. The basic model of radio 
propagation is based on the transmitter and receiver and the 
transmission medium. Propagation in confined media occurs 
when the electromagnetic wave passes through a material 
medium in a closed environment, thus limiting a region of 
space where multiple reflections of signal infractions can 
occur. 

A. One – Slope Model

The path loos in dB is given by 

LdB= L0,dB +10nlog(d) (1)
where L0,dB is the path loss obtained at distance of 1.0 m 
from the transmitter and path loss exponent n is determined 

TABLE I – L(D0) FOR VARIOUS VALUES 
AND FREQUENCIES 

obstacles, interference, and signal attenuation, represent 
obstacles to ensuring consistent and reliable performance of 
wireless networks. This work addresses these challenges by 
introducing an innovative tool created using the Python 
programming language. The tool uses neural networks to 
improve the prediction and accuracy of wireless network 
signals, based on measured data for mapping and training on 
real-world measurements. 

This contribution focus on a comparative analyses of path 
loss propagation models in indoor industrial environments at 

2.4 GHz Industrial, Scientific and Medical (ISM) band and 
5.0 GHz, Wi-Fi. 
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L(d0) (dB) 

Frequency (MHz ) L0 

900 31.5 

1900 38.0 

2400 40.2 

4000 44.5 
5300 46.9 
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experimentally using a linear interpolation procedure [1]. 

III. NEURAL NETWORKS

Artificial Neural Networks (ANNs) are data structures 
based on the functioning of the human brain, it is a bio- 
inspired computational model, this data structure is made up 
of artificial neurons, which are inspired by natural neurons. 
The brain is a highly complex, non-linear and parallel 
computer (information processing system). It has the ability 
to organize its structural constituents, known as neurons, in 
such a way as to carry out certain processing (e.g. pattern 
recognition, perception and motor control) much faster than 
the fastest existing computer[2]. 

Neural networks have a network of artificial neurons that 
are interconnected, and through Learning Algorithms, 
simulate the decision-making capacity of the human brain. A 
neural network is a massively parallelized processor made up 
of simple processing units that have the natural propensity to 
store experiential knowledge and make it available for use. 

It resembles the brain in two respects: 

a) Knowledge is acquired by the network from its
environment through a learning process.

b) Connection strengths between neurons, known as
synaptic weights, are used to store the acquired
knowledge.

The learning process of ANNs is one of the important 
qualities of these structures. The term "learning" corresponds 
to the process of adjusting the network's free parameters 
through a mechanism of presenting environmental stimuli, 
known as input or training patterns (or data): Stimulus -> 
adaptation -> new network behaviour. 

There are basically three learning paradigms: 

Supervised learning: also known as teacher learning, in 
which the teacher has knowledge of the environment and 
provides the desired input-response example set. Training is 
done using the error correction learning rule. 

i. Unsupervised learning: there is no supervisor to
evaluate the network's performance in relation to the
input data. No error measure is used to feed back to
the network. They generally employ a competitive
learning algorithm (the network's output neurons
compete to become active, with a single neuron
winning the competition).

ii. Reinforcement learning: there is no direct interaction
with a supervisor or specific model of the
environment. Generally, the only information
available is a scalar value that indicates the quality
of the ANN's performance. During the learning
process, the network tests some actions (outputs)
and receives a reinforcement signal (stimulus) from

the environment that allows it to evaluate the quality 
of its action. 

IV. METHODOLOGY

The procedures of this study were structured in different 
stages, with the aim of evaluating the effectiveness of the 
Multilayer Perceptron Artificial Neural Network (MLP 
ANN) in predicting Wi-Fi signal loss in indoor environments. 
The stages were outlined as follows: 

A. Creation and Training of the RNA-MLP

At this stage, the RNA-MLP was created and configured 
using the neurolab library in Python. The data collected, 
containing information on distance and Wi-Fi signal loss, was 
used to train the neural network. The structure of the RNA- 
MLP consisted of input layers, one or more intermediate 
layers and an output layer. Training was carried out using the 
gradient descent algorithm to adjust the network's synaptic 
weights, minimizing the prediction error. 

Fig. 1 Data import via txt file in python Collab. 

The code extract in question describes the creation, 
configuration, training and evaluation of an Artificial Neural 
Network (ANN) using the "neurolab" library in Python. The 
neural network is designed to predict Wi-Fi signal losses 
based on the distances between measurement points and the 
corresponding signal losses. 

B. Creation of the Neural Network

The neural network is initialised using the newff() function 
from the "neurolab" library. In this case, the network is 
configured with an input layer, an intermediate layer with 24 
neurons and an output layer with 1 neuron. The minimum and 
maximum distance ranges (vetDist) are supplied as input to 
the network's input layer. 

Fig. 2 Create Neural network 

 
 

This open access article is distributed under a Creative Commons Attribution (CC-BY) license.
https://set.org.br/ijbe doi: 10.18580/setijbe.2023.4 Web Link: https://dx.doi.org/10.18580/setijbe.2023.4

SET INTERNATIONAL JOURNAL OF BROADCAST ENGINEERING - SET IJBE V.9, 2023, Article 4, 5 p
2023 SET - Brazilian Society of Television Engineering / ISSN (Print): 2446-9246 / ISSN (Online): 2446-9432

4



C. Definition of Neural Network Properties

The neural network is configured to use the gradient descent 
training algorithm (train_gd) and the sum of squares error 
function (SSE()) to evaluate the prediction error. In addition, 
the neural network is initialised. 

Fig. 3 Definition of the Neural Network's properties. 

D. Neural Network Training

The training stage is carried out using the neural network's 
train() method. In this case, the distance data (vetDist) and the 
corresponding signal losses (vetLoss) are used to train the 
neural network. Training is conducted for a specific number 
of epochs (in this case, 50,000 epochs) and the error value is 
displayed periodically (every 1x10e-25). 

Fig. 4 Neural Network Training 

E. Comparison to Field Tests

At this stage, the results obtained by the RNA-MLP were 
compared with real data collected through field tests. The 
field tests involved directly measuring Wi-Fi signal strength 
at different distances within the environment. The 
comparison sought to verify the ability of the MLP-NRNA to 
accurately predict signal loss compared to practical 
observations. 

Fig. 5 Values collected in field measurements. 

F. Comparison with the OneSlope Model

This stage involved comparing the results obtained by the 
RNA-MLP with the values calculated using the OneSlope 
propagation model. The OneSlope model is an analytical 
approach to estimating signal loss in indoor environments. 
The aim of the comparison was to assess the ability of the 
RNA-MLP to overcome the limitations of the traditional 
analytical model and provide more accurate predictions. 

Fig. 6 One Slope function. 

Fig. 7 Results of models. 

G. Error evaluation
In this step, the average errors and squared errors for the

MLP-NRNA predictions were calculated in relation to the 
actual results and the values estimated by the OneSlope 
model. This evaluation quantified the performance of the 
MLP-NRNA in terms of its ability to accurately predict Wi- 
Fi signal losses. 

Fig. 8 Calculation of the average error and squared error for the models 
used. 

H. Construction of graphs for data presentation

In order to better visualise the models used, graphs were 
drawn in Python, using the matplotlib.pyplot library. This 
library has a wide variety of graphs and in this research the 
point graph was used, based on the distance and losses 
measured. 

Fig. 9 Code developed for creating graphs and presenting results. 
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V. NUMERICAL AND MEASUREMENT RESULTS

The test environment was Building 6 of the School of 
Engineering, which has three floors of classrooms. The 
measurements were carried out on the 5 GHz Wi-Fi signal. 

The Table II contains information on 5G signal loss 
measurements carried out in different rooms, where the 
crucial input for the prediction is the distance between the 
router and the measurement point. 

TABLE II – MEASUREMENTS TAKEN TO TRAIN THE NEURAL
NETWORK 

The measurement procedure was carried out as follows : 
� Room: The number of the room or environment

where the measurements were taken.
� Distance Router - Point: The distance in some

standard of measurement (such as metres) between
the router (signal source) and the measurement point
inside the room.

� Notebook: The amount of signal loss in decibels
when measured with a notebook.

� Mobile phone: The amount of signal loss in decibels
when measured with a mobile phone.

As seen in the Table II the signal is no longer detected by 
the notebook's measurement software or by the mobile phone 
from room 314. since rooms 311, 312, 313/315 and 314 are 
geographically close to room 302. where the 5G signal 
transmitter is located. Now let's understand how this data can 
be used to train an Artificial Neural Network (ANN): 

a) ANN input: The distance between the router and the
measurement point (Router - Point Distance) will be used as 
the input for the ANN. This means that the ANN will learn 
the relationship between distance and signal loss. 

b) Desired ANN output: The desired ANN output is the
predicted signal loss. You can choose to use the 
measurements made with the notebook (Notebook) or with 
the mobile phone (Mobile) as the target output for training. 

c) Data preparation: The distance will be normalised.
making it compatible with the requirements of the ANN. This 
normalisation ensures that all the inputs are in the same range 
of values, which helps with training. 

d) Creating the ANN: The ANN will be designed with an
architecture that includes an input layer (corresponding to the 
distance), one or more hidden layers and an output layer. 

e) Training the ANN: It was trained with the normalised
distances as input and the signal losses (Notebook or Mobile) 
as target output. During training, the ANN will adjust its 
weights to minimise the error between the predictions and the 
actual values. 

f) Evaluation and Adjustment: Performance is evaluated
using error metrics such as the Mean Absolute Error (MAE) 
or the Mean Squared Error (MSE). calculated with the neural 
network predictions and the actual losses. Adjustments to the 
hyperparameters can be made based on these results. 

g) Using the trained neural network: After training, the
neural network can be used to predict signal losses in new 
rooms based on the distances between the routers and the 
measurement points. This is useful for estimating the quality 
of the 5G signal at different distances. 

Fig 10 . Losses measured on the 3rd floor. 

The Figure 10 shows the values obtained from 
measurements made on a notebook and a mobile phone to 
obtain reference values for training the neural network at the 
same observation point. The neural network is being trained 
with the values presented and in relation to the reference 
model. 
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Fig 11 . Losses measured on the 3rd floor. 

The Figure 11 shows the values obtained and the 
convergence of the measurements for the trained neural 
network. There is a loss of reference for the most distant 
values. 

VI. CONCLUSION

This work developed a tool based on the Python 
programming language, in the COLAB programming 
environment, to predict signals in wireless networks in indoor 
environments, using neural networks as a method of 
improving the accuracy of predictions. The main focus was 
on dealing with the challenges of signal propagation 
indoors, where obstacles, interference and attenuation can 
cause significant variations in wireless network signals. 

The main objective of the project was to face these 
challenges by combining data obtained through detailed 
mapping of the indoor environment and real measurements 
of signal strength. The use of neural networks has 
demonstrated effectiveness in creating more accurate 
predictive models compared to traditional approaches. The 
developed Python tool allowed training and adjusting these 
models based on the collected information, considering the 
physical structure of the environment, present obstacles, 
and construction materials. The results obtained indicated 
significant improvements in the accuracy of forecasts 
compared to conventional methods, showing a great 
potential for the application of the tool in real-world 
scenarios. This includes planning and optimizing wireless 
networks in indoor environments, contributing to more 
stable and reliable connectivity. The project employed the 
methodology of creating and training an Artificial Neural 
Network to predict Wi-Fi signal losses, comparing the 
results of the neural network with field measurements and 
a traditional analytical model (OneSlope model). 
Comparison with real measurements and the analytical 
model revealed the ability of RNA-MLP to overcome the 
limitations of the traditional model and provide more 
accurate predictions, especially in scenarios with signal 
obstructions. 
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