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Abstract—This article presents three techniques for applying digital image processing. Unlike conventional techniques, it will be possible to gain in terms of processing time, pixel manipulation, and image quality for database storage. Both techniques have been tested and proven through real images, and can also be applied in video. The algorithms created use JavaScript, Java and Lisp programming languages, combined with mathematical models in the time domain and frequency domain. As an expected result, improvement in digital image processing and performance is sought for future work.

Index Terms—Digital Image/Video Processing; Discrete Cosine Transform; Filters; High-Dynamic Range; Histogram; Java; JavaScript; Lisp; Partial Differential Equation.

I. INTRODUCTION

THE digital image/video processing (PDI/V) is understood as a process of manipulating an image (in video, called a frame) by computer so that the input and output of the process are images [1]; hence, generating an image is something trivial for computers, but high-resolution digital image/frame processing is very complex. There are several types of visual artifacts and distortions; some of them are inherent to the acquisition process, transmission and image visualization, which impacts negatively the image quality [2].

This paper pretend to analyze the quality and time processing from three different digital image/video processing algorithms. For this purpose, two applications (web and local) were developed, using the languages JavaScript [3], Java [4] and Lisp [5]. First, the image/frame is captured by a camera/sensor or chosen from the system itself, then, the stage of processing is performed using as many threads as available. This process initializes with a neighborhood analysis; that is composed by the scan process of the images, and the generation of the pixel sheet saved into a MxN matrix.

In this case, all pixels were filled in the generated worksheet and standardized to avoid discrepancies between current pixel and the others; increasing the quality of images by 2% (value found through matrix-level tests of pixel quality), a relatively small value but really relevant in the digital image/video processing area.

This neighborhood standardization is based on the MSAA (MultiSample Anti-Aliasing) technique, which creates an intelligent process of rendering multiple copies of each pixel and interpolates them. For instance, if there are four identical pixels inside a polygon, they are processed as if were just one, attributed to one color. Hence, time processing can be reduced. To safe this data, a text document is created that is not influenced by the information of the pixel when is stored.

The last step is to generate a graph of all the pixels and to draw a linear of evaluation for study of that image/frame, that is, a recognition is made if those pixels are linearly plotted on the graph or if they still need to be reworked in the standardization, increasing the rate from 2% to 2.3% of image/frame quality.

Once this is done, the image/frame is prepared to go through the histogram analysis stage, generating a new assessment. This technique is applied into all images for manipulation purposes and is ready to be evaluated by three different algorithms: partial differential equation (PDE), high-dynamic range (HDR) e discrete cosine transform (DCT).

II. METHODOLOGY

A. Partial Differential Equation

The use of partial differential equations [6] in digital image processing improves the restoring process of the image by doing a mathematical modeling. This is an alternative against to conventional filtering techniques. The results obtained improving the quality of the filtered images with minimum loss of resolution [7][8].

The mathematical model is then presented: The image is represented by a function \( \theta(x, y) \), where, ‘i’ and ‘j’ are the rows and columns of the matrix. To obtain the differences relatives to the partial derivatives, the finite difference approximation method is used to make an approximation in the expressions \( \Delta x \), \( \Delta y \), \( \Delta xx \) e \( \Delta yy \) (5).

\[
\begin{align*}
\Delta x &= \frac{\theta_{i+1,j} - \theta_{i,j}}{2} \\
\Delta y &= \frac{\theta_{i,j+1} - \theta_{i,j}}{2} \\
\Delta xx &= \frac{\theta_{i+2,j} - 2\theta_{i+1,j} + \theta_{i,j}}{4} \\
\Delta yy &= \frac{\theta_{i,j+2} - 2\theta_{i,j+1} + \theta_{i,j}}{4} \\
\Delta xy &= \frac{\theta_{i+1,j+1} - \theta_{i+1,j} - \theta_{i,j+1} + \theta_{i,j}}{4}
\end{align*}
\]

The solution of the partial differential equation is obtained using the time scale, \( t_n = n\Delta t \), where ‘n’ represents the course of time in the application. The new function is (6):

\[
\theta_{i,j}^{n+1} = \theta_{i,j}^{n} + \frac{\Delta t}{\Delta x} \Delta x \Delta y (\theta_{i,j}^{n} - \theta_{i,j+1}^{n} - \theta_{i+1,j}^{n} + \theta_{i+1,j+1}^{n})
\]
\[ g(x_i, y_j, t_n) \] (6)

Finally, to obtain the resulting image \( I_{\text{result}} \), it is necessary to apply (7), thus generating in the application an image filtered by the method of partial differential equations.

\[
I_{\text{result}} = \delta(\nabla g) \div (\nabla g) + \sigma(1 - \delta)(g - I_{\text{original}}) \quad (7)
\]

**B. High-Dynamic Range**

HDR is a feature developed to electronic devices in order to generate and reproduce image with better contrast levels and brighter/darker black tones (light source/shadows) [9].

The first step of the algorithm is to obtain the images with their respective information. In (8), each image is represented by \( x \), but all contain in their information the exposure time \( t_j \) of each image. The values to be obtained are \( E_i \), as well as \( \Delta t_j \) for each value of intensity of the representative pixel, which is a non-linear function with respect to the exposure values \( x \), represented in (9).

\[
Z_{ij} = f(x) \quad (8)
\]

After this analysis, a \( Z_{ij} \) for each value of intensity of the representative pixel is obtained, represented in (10) and (11).

\[
\begin{align*}
\Gamma^{-1}(Z_{ij}) &= E_i \Delta t_j \\
\ln \Gamma^{-1}(Z_{ij}) &= \ln E_i + \ln \Delta t_j
\end{align*} \quad (10,11)
\]

In the equations presented, the known values are \( Z_{ij} \) and \( \Delta t_j \) of each image. The values to be obtained are \( E_i \), as well as a new function \( g(Z_{ij}) \). This new function, represented in (12), has a finite and well-defined range of values (0-255), which is the value of the RGB pixels, since the brightness domain associated with each of these pixels is finite [9].

\[
g(Z_{ij}) = \ln E_i + \ln \Delta t_j \quad (12)
\]

In this case, we need to use a mathematical analysis to find the points of \( g(Z_{ij}) \) and \( E_i \) which minimize the quadratic error of the function, represented in (13).

\[
\mathcal{Q} = \sum_{i=1}^{N} \sum_{j=1}^{P} \left[ g(Z_{ij}) - \ln E_i - \ln \Delta t_j \right]^2 + \lambda \sum_{z=Z_{\min}+1}^{Z_{\max}-1} g''(z)^2 \quad (13)
\]

Where:
- \( P \) = number of photos available;
- \( N \) = number of pixels evaluated;
- \( Z_{\max} \) = maximum pixel intensity values;
- \( Z_{\min} \) = minimum pixel intensity values;

Using (13), the image is not suitable for the application, then a triangular weight function is created, smoothing the image, represented in (14).

\[
w(z) = \begin{cases} 
\frac{z - Z_{\min}}{\frac{1}{2}(Z_{\min} + Z_{\max})} & \text{for } z \leq \frac{1}{2}(Z_{\min} + Z_{\max}) \\
\frac{Z_{\max} - z}{\frac{1}{2}(Z_{\min} + Z_{\max})} & \text{for } z > \frac{1}{2}(Z_{\min} + Z_{\max}) 
\end{cases} \quad (14)
\]

By inserting the smoothing in equation (13), the new function is obtained, represented by (15).

\[
\mathcal{Q} = \sum_{i=1}^{N} \sum_{j=1}^{P} \left( w(Z_{ij}) [g(Z_{ij}) - \ln E_i - \ln \Delta t_j] \right)^2 + \lambda \sum_{z=Z_{\min}+1}^{Z_{\max}-1} w(z) g''(z)^2 \quad (15)
\]

Getting the values of \( g(Z_{ij}) \), are converted to relative radiance values, assuming that \( \Delta t_j \) of each photo is known, represented in (16).

\[
\ln E_i = g(Z_{ij}) - \ln \Delta t_j \quad (16)
\]

To generate the map of radiance/histogram, the information of the images is used, performing a weighted average of these values, represented in (17).

\[
\ln E_i = \frac{\sum_{i=1}^{N} \sum_{j=1}^{P} w(Z_{ij}) (g(Z_{ij}) - \ln \Delta t_j)}{\sum_{i=1}^{N} \sum_{j=1}^{P} w(Z_{ij})} \quad (17)
\]

**C. Discrete Cosine Transform**

Discrete Cosine Transform (DCT) [10] makes use of real numbers and is widely used in digital image processing and data compression. It expresses a finite sequence of data points in terms of a sum of cosine functions oscillating at different frequencies, where the high frequency components may be discarded with no visual impact.

Before applying the DCT transform to an image, it is important to split a frame into blocks of sizes, 4x4, 8x8 or 16x16. In some case, sizes of 32x32 or 64x64 blocks are used in order to optimize the computational complexity and improve the coding efficiency. The block size has an impact on the compression ratio, and the larger the blocks, the lower the compression ratio [10].

This algorithm divides the luma component and the two-chrominance components matrices into several matrices, each with a size of 8x8 pixels. The DCT transform is applied to these matrices, whose values are close to zero. This process transforms the time domain to the frequency domain [10].

The NxM DCT, is presented in (18).

\[
F(\mu, \nu) = \frac{1}{M} \sum_{i=0}^{M-1} \sum_{j=0}^{M-1} \Delta(i) \times \Delta(j) \times \\
\cos \left( \frac{\pi \mu}{2N} (2i + 1) \right) \cos \left( \frac{\pi \nu}{2N} (2j + 1) \right) \times f(i,j) \quad (18)
\]

Where:
- \( F(\mu, \nu) = \) coefficient of the field of processing;
- \( \mu = \) horizontal axis in the transform domain;
for $x = 0$;

$$\Delta(x) = \frac{1}{x^2}$$ for $x \neq 0$;

$$x = \mu \ + \ \phi$$

$f(i,j) =$ amplitude in the time domain;

$i =$ horizontal axis in the time domain;

$j =$ vertical axis in the time domain;

The inverse (IDCT), is calculated as (19):

$$F^{-1}(u,v) = (19)$$

Because of the DCT coefficients are real numbers instead of integer numbers, a quantization process is applied to reduce the number of bits required to store a value by reducing the precision of an integer. This process removes the spatial redundandy and is known as lossy compression.

Applying the (19), it is seen that when the pixels of the image were recovered, the values were very close to the originals, proving that the losses are negligible, only the high frequencies were discarded.

### III. RESULTS

For this comparative analysis, three NVIDIA GeForce GTX 1070 Ti video cards and two Intel Core i9-8950HK processors were used.

#### A. Partial Differential Equation

The first test of the Partial Differential Equation was to measure the image/frame processing time in the noise filtering stage. The Signal to Noise Ratio (SNR) is a useful and universal way of comparing the relative amounts of signal and noise to any electronic system in which high ratios will have little visible noise while the opposite is true for reasons. Thus, an intermediate-level SNR was used, that is, random noise, which is characterized by fluctuations in intensity and tone of color in relation to the original image/frame, leaving less clear. As a result, "Algorithm 1" (represented as the standard filtering technique using mask and pixel analysis by neighborhood [6]) processed the image in 32.1 seconds, while in "Algorithm 2" (represented as the search technique) was 25.13 seconds, thus generating a time savings of 6.97 seconds.

The second test generated, is to analyze the profile in terms of the quality of the pixels in the image/frame, for this, the image/frame was matricially compared at the pixel level. Processing time of this technique took 7 hours, 13 minutes and 07 seconds to complete. As a result, "Algorithm 2" achieved on average 92% of quality and precision in the generated pixels, while "Algorithm 1" reached 84%. To calculate the mean value of the PSNR (Peak Signal to Noise Ratio), which is used to define the relation between the maximum energy of a signal and the noise that affects its reliable representation, the MSE (Mean Squared Error) is formulated and then applies the signal-to-noise ratio.

For "Algorithm 1" the value of the PSNR reached was 32.70dB, but in "Algorithm 2" the value was 44.09dB, with that, it generated a gain of 11.39dB. And the last test was at the histogram level, comparing the image/frame, classifying "Algorithm 2" as best at the level of histogram quality, presenting in each RGB layer a larger number of pixels located in the zone of medium tones. The "Algorithm 1", in turn, had a higher concentration of pixels in the zones of shadows and high lights. All tests are shown in Fig. 1.

#### B. High-Dynamic Range

The first test of High Dynamic Range was to measure the processing time in the resulting image generation. As a result, "Algorithm 1" (represented as Debevec and Malik [9]) processed the image in 17.8 seconds while "Algorithm 2" (represented as the search technique) in 11.7 seconds, obtaining a gain of 6.1 seconds from the previous one.

The second test generated, is to analyze the profile in terms of pixel quality in the resulting HDR image, for this, a new resulting image was generated matricially and compared at the pixel level. Processing time of this technique took 6 hours, 11 minutes and 25 seconds to complete. As a result, "Algorithm 2" achieved 93% of quality and accuracy in the generated pixels, while "Algorithm 1" reached 81%.

And the last test was at the histogram level, since "Algorithm 2" standardizes the pixels of the resulting HDR image, that is, it performs a matrix and graphical analysis in advance, obtaining the best combinations of the neighborhood pixels, the image is compared, classifying "Algorithm 2" as best at the level of histogram quality, presenting in each RGB layer a larger number of pixels located in the zone of medium tones. The "Algorithm 1", in turn, had a higher concentration of pixels in the zones of shadows and high lights. All tests are shown in Fig. 2.

#### C. Discrete Cosine Transform

The first test of the Discrete Cosine Transform was to measure the processing time of two images/frames. As a result, "Algorithm 1" (represented as the standard technique of the DCT/IDCT application [10]) processed the image/frame in 32.3 seconds while "Algorithm 2" (represented as the search technique) in 27.7 seconds, with that, generated a saving in time of 4.6 seconds.

The second test generated is to analyze the profile in terms of pixel quality in the image/frame, for this, the two images/frames were matricially compared at the pixel level. Processing time of this technique took 5 hours, 12 minutes and 17 seconds to complete. As a result, "Algorithm 2" achieved 97% of quality and accuracy in the generated pixels, while "Algorithm 1" reached 90%.

And the last test was at the histogram level, comparing the image/frame, classifying "Algorithm 2" as best at the level of histogram quality, presenting in each RGB layer a larger number of pixels located in the zone of medium tones. The "Algorithm 1", in turn, had a higher concentration of pixels in the zones of shadows and high lights. All tests are shown in Fig. 3.

### IV. CONCLUSION

This paper assess the impact on quality and processing time of three different state-of-the-art algorithms. In summary, the three algorithms developed in the research were better, since the technique used allows the search of the best pixel in a matrix form, allowing the neighborhood pixels to be standarized, besides the use of the histogram to evaluate the average area of their position. All content and algorithms will be used for future work in the digital image/video processing area.
Fig. 1. (A) Original Image; (B) Test 1; (C) Test 2; and (D) Test 3.

Fig. 2. (A) Original Image; (B) Test 1; (C) Test 2; and (D) Test 3.
Fig. 3. (A) Original Image; (B) Test 1; (C) Test 2; and (D) Test 3.
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